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A Hos t / Hos t Pr o t oc ol for an ARPA NET-type Ne tw or K 

Recently we have oeen inv olved in the planni ng of a net wor k 

wh i c n , i f implemented, wo ul d use ARPA NET li lPs wi th ou t 

mo dification, but wo ul d allo w re-specification of Host/ Host ( an d 

higher level) Protocol. The remainder ot t his docu ment i s a 

slightly edited versiori of our recommen dat ion for ri ost /H ost 

pr o t oc o l ; we thouqht tnat it mi gh t be ot interest to tne ARP A~ET 

community. 
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1. INTRODUC TIO~ 

rrie Host/Host Protocol for t he ARPAN ET wa s tne first such 

protocol desi gned for use over a packet-switched net work. The 

current version has been in existence since early 1972 and has 

providea for the transportation of billions of bits over tens or 

huno r e ds of thousands of connections. Clearly, the protocol is 

adequate for the jOb; this does not mean that it is ideal, 

however. In particular, the ARPANE1 Host/Host protocol has been 

criticized on the follo wing grounas (among others): 

(1) It is specified as a simplex protocol. Eacn 

established connection is a si mplex entity, thus t wo connections 

(one in each direction) must be established in oroer to carry out 

an eXchanqe of messages. This provides great generality but at a 

perhaps unacceptable cost in complexity. 

(2) lt is not particularlY robust, in that it cannot 

continue to operate correctly in the f ace of several types of 

message loss. Wh i l e it is true tnat tne AR PANEI itself rarel y 

loses messages, messages are occasionally lost, botn bY the 

network and by the Hosts. 

(3) Partly because of the simplex nature of connections, 

the flow control mechanisms defined 1n the ARPANET protocol do 
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not make efflcient use of the transactional nature of much of 

data proceSSlrlg. Rather than carryinq flow control intormation 

(in tne form of permits, or requests for more information) in the 

reverse traffic, a separate channel is set UP to convey this 

informatlon. Thus, tor transactional systems, up to twice as 

many messages are exchanged (half for flow control intormatlon 

and llalf for data) as would be needed for data alone. 

(4) Prohibition against tne mUltiple use of a connection 

termination point makes the establishment ot commullication with 

service facilities extremelY cumbersome. 

The International federation tor Information Processing 

(IFIP) WOrkinq Group 6.1 (Packet-switched Network Interworking) 

~ has recently approved a proposal for an internetworK end-to-end 

protocol. The IFI? protocol is based on experience from the 

ARPANE T, the lFrench) Cyclade NetworK, and the (British) NPL 

Network, as well as the plans of other networks. Thus, one would 

expect that it would have all of the strengths, and few (or none) 

of the weaknesses, of the protocols Which are in use on, or 

planned tor, these networks. 

In fact, the IflP Protocol avoids tne deficiencies of the 

ARPAN~l protocol mentioned above. Connections are treated as 

full-duplex entities, and this decision permits tlow control 
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information to be carried on the reverse chann~l i n transaction 

oriented systems where there is reverse channel traffic occurring 

naturally. In addition, the IflP Protocol is to some extent self 

synchronizing; in particular, there is no type of message loss 

from wnich the protocol does not permit recovery in a graceful 

way. 

The IfIP Protocol maKes a minimal number of assumptions 

about the networKs over which it will operate. It is designed to 

permit fraqmentation, as a message crosses from one net Nor K to 

another, without networK reassembly. It antici pates dUPlicat10n, 

or non-delivery, of messages or message fragments and provides 

wa y s to recover from these conditions. finally, it pe r mi t s 

delivery of messages at their destInation Host in a completely 

different order trom the order in which tney were in put by the 

source rlost. Unfortunately, it achieves these advantages at a 

relatively high overhead cost in terms of transferrea bits. The 

complete source and destination process addresses are carried in 

every rnessaqe, 24-01ts of fragment identification are carried 

with eacn fragment and lb-bits of acknowledgement Information ~re 

also carried in every message. 

When considering channel capacities of hundreds of kilocits 

(or morel, message overhead of a fe w hundred oits is a modest 
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price co pav in order to acnieve great tlexibility and 

generality. However, for a "stana-alone" networK at the type 

under consideration, and especially in view of the anticipated 

use of many circuits of 10kbs capacity, the lflP Protocol offers 

tar more oe ne r e r i t v t nan is needed, for wti i c n a fair Ly severe 

ove r I} e a d pric e i spa i d • 

Tne virtual circuit protocols currently being detated within 

the International Telegraph and Telephone Consultative Committee 

(CClfT) are a step in the opposite direction. Virtual circuit 

protocols attempt to make a packet switching network 

indistinguisnable (from a customer's point of view) from a 

switched circuit network, except possibly in regard to error or 

deldY characteristics. Thus, virtual circuit protocols generally 
...........
 

place responsibility for end-to-end communications control wlthin 

the network rather tnan within the Hosts. for example, when a 

receiving Host limits the Idte at which it accepts data from the 

network, the network in turn limits the rate of input from the 

Host which is transmitting this data stream. Host pr o t oc o l s 

which are designed for virtual circuit networks can De quite 

simple, if somewhat inflexible. for example, the Host might give 

the network a "link number" or "index" and asK the network to set 

up a virtual circuit to some other Host to be associated with 

tnis number, and report bacK if and when the circuit is 
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established. However, significant development would be requirea 

to add a virtual circuit capability to the ABPANET IMP software; 

the required cllanqes would seem to be more expensive and carry 

greater uncertainty than they are worth. 

In light of the aoove, our approaCh in defining tllis 

proposed protocol has been to start Wittl the ARPAN ET Host/Host 

protocol and modify it according to some of the concepts of the 

If'l? Protocol in order to remedy its major deticiencies. The 

remainder of tnis document specifies the protocol which we have 

designed for tnis purpose. 

- 6 ­



A Host/Host Protocol 

II. COMMUNICATION CU~CEP TS 
'-.../ 

Tne IMP sucnetworK imposes a number ot physical restrictions 

on communications between Hosts. These restrictions are 

presented in BBili Report No . 1822. In particular, the c onc e p t s of 

leaders, messaqes, padding, message 10's and messa ge types are of 

interest to the design ot Host/Host Protocol. Ine follo wing 

discussion assumes that the reader is f a mi l i a r witn these 

concepts. 

The IMP subnetwork takes cognizance only of Hosts, but in 

general a Host connected to the network can support several 

users, several terminals, or several independent processes. 

Since many or all of these users, ter minals, or processes will 

need to use the networ k concurrentl Y, a fundamental require ment 

of the Host/ Host Pr ot oc ol is to proviae pr oc e s s - t o- pr oc e s s 

communlcation over the net work. I n us , it is necessary fo r the 

Hos t / nos t Protocol to provide a richer addressing structure than 

is required by the I MP sUbnet work. 

Processes wi t h i n a Host are envisioned as communic ating wi t n 

the rest of the net worK through a Ne t work Control Pr og r am ( NCP) 

resident in that Hos t , wni ch i mplements t ne host/ Hos t Protoco L. 

The primary tunctions of an NCP are to estab lis h connections, 

break connections, and control data flow over connect ions. A 
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connection couples two processes so that output from one process 

is input to tne other, and vice versa. tne NCP may be 

implemented either as part of tne Host's operating system or a 

separate user process, although it must have the capability of 

communlcating with all of the processes or routines which are 

attemptinq to use the network. 

In order to accompllsh its tasks, the NCP of one Host must 

communicate witt"! NCPs of other Hosts. '1'0 t h i s end, a particular 

communication patn between each pair ot Hosts has been designated 

as the control connection. Messages transmitted over the control 

connection are called control messages, and must always be 

interpreted bv an NCP as a seauence of one or more control 

commands. For example, one kind at control command is used to 

initiate a connection While another kind carries notification 

that a connection nas been terminated.* 

The maximum size at a messaqe is limited by the IMP 

SUbnetwork to approximately 1000 8-bit bytes, and in fact may be 

further limited by the receiving Host for flow control reasons, 

*Note that in B~N Report No. 1822, messages of non-zero t ype 
are callea control messages, and are used to control the flow ot 
information between a Host and its IMP. In this document the 
term IIcontrol message" is used for a message of type zero 
transmitted over the control connection. The IMPs take no 
special notice of "t he s e messages. 
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as described later. AccordinGlv, the transmitting process, or 
~ 

its Network Control Proqram, mUSL take responsioility for 

fragmentinq lonq interprocess messages into messages ot a size 

conforming to the Host/Host and Host/1MP protocols. f o r tnis 

reason, it is impossible tor a sendinq Host to guarantee that any 

significance should be attached to message boundaries by 

receiving processes. Nevertheless, message bounaa ries will occur 

naturally, and should be used in a reasonable wa y whe r e ve r 

possible; tnat is, a sendinq process or its NCP should not act 

arbitrarily 1n decidinq to fraqment me s s a ge s . For example, th is 

p r o t oc o l specifies that each control message must contain an 

integral number ot control commandS and tnat no single control 

command will De split into two pieces which are carried throuqh 

the net worK in separate messaqes. 

A major concern of the HOSt/Host Protocol is the definition 

of a method for references to processes in other Hosts. In order 

to facilitate this, a standard name space is used, with a 

separate portion of the name space allocated to each Host. Ea c h 

Host, therefore must map internal process identifiers into its 

portion of this name space. The elements of the name space are 

called sockets. A socket forms one end of a connection and a 

connection is fully specified by a pair of sockets, one in eacn 

Host. A socKet is identified bV a Host number and a 16-bit 
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SocKet number. The same Ib-bit socket number in different Hosts 
~ 

represents different sockets. In order to avoid the transluission 

of a pair of 16-bit socket numbers in each message oetween these 

sockets, the process of connection establishment allows each liost 

to define a mappinQ, valid tor the litetime of the connection 

being established, from the 32 bits which specify the socket pair 

to an 8-bit number. 

~o constraints are placed on the assignment of socket 

numbers; ho~ever, since a pair of socket nUiOoers defines a unique 

connection, it is clear that in assiQning socket numbers, a Host 

must insure that for each new connection at least one of the 

socket numbers is unique. for example, a Host wnich supports 

many terminals might Choose to use a terminal"s physical 

interface number as a portion of the socket number involved in 

any connection established on bellalf of that terminal. This 

would insure uniqueness at the termlnal end. Thus , no conflict 

would occur if sevelal terminals attempted to access a common 

resource (iaentified bi its own unique socket nu mber). 

from the foreqoing it should be clear that toe host/Host 

Protocol allows a single socket to participate in several 

connections simultaneously. Thi s is quite similar to wha t 

happens in the telep~one sYstem, where a compallV, as we l l as an 
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i nd i vi d ua 1, c :3n be ide [I ti tie d withaplion e n umbe r • Ass e en t rom 

the outsiae, the phone number of a company is sharable, since 

several conversations can proceed at the same time and the caller 

does not nave to worry about the already existing conversations. 

ConverselY the Phone number ot an individual is not Sharable, 

since he can process only one conversation at a time; the same 

is generally true of a connection to a terminal which might be 

using the network. 

A final major concept which should be explained is the 

"windowing" concept Which is used for flow contrOL. Th i s concept 

is adapted from the IflP Protocol with some appropriate 

modifications for use in an ARP ANET-type netwoIK. when a 

connection is established, a sequence number is initialized to 

some specified startinq point and tlle receiver allocates a 

certain number of credits to the sender. ~ach credit en~itles 

the sender to transmit one message; that is, the receiver agrees 

to provide GUftering tor the number of messages specified by the 

number of credits granted. It one tninKs of sequence numbers 

advancing from left to right, the initial sequence number detines 

the left edqe of a window into the entire sequence nu mber space 

and the credit, When added to the initial sequence number, 

defines tne rioht edge of the windo w. The transmitting process 
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is permitted to send as many messaqes as would till the window, 

but not more. 

when a receiver receives a messaqe whose sequence number is 

at tne left winaow eage (or several consecutive messages 

extending rigntward from the left window edge) the receiver 

returns an acknowledgement tor the rightmost such message, alo ng 

witn a new credit, ana advances his own windo w; its new left edqe 

in,mediatelY follows the last acknowledged message and its new 

right edqe is at the location detined by adding the new credit to 

the new left window edge. SimilarlY, when a sender receives an 

aCKnowled~effient he advances his own left window edge to t he 

location in the sequence nUlober space specified b y the 

acknowledgement and his own rignt windo w edge to the location 
~ 

specified by adding lhe new credit allocation to the ne w left 

window edqe. Fields are reserved in each data message to carry 

an acknowledoement and a credit for tratfic flowing in the 

reverse direction. ThUS in the case ot interactive or 

transactional exchanges, no control messages need to be sent. 

1n tne event that a sender does not receive aCKno wleage ments 

for previouslY transmitted messages witnin some timeout period, 

the messages are transmitted again, using the same sequence 

number as was previouslY assigned. This allo~s straightfor ward 
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recovery from the situation of lost messages. On the other hana, 
~ 

if it is the returninq aCknowledgement which is lost, the fact 

that the retransmitted message carries an identical sequence 

number allows the receiver to discard it. however, the receiver 

snould notice that at the time of retransmission the sender hac 

not received an acknowleagement; therefore the receiver should 

reacknowledqe this land any subsequently received messages) by 

transmittinq an acknowledgement bearing the current left WIndow 

edge. ThUS, in both the case at lost data messages ana the case 

ot lost acKnowledgements the protocol remains synchronizea. 

The primary difference between this protocol and the IflP 

Protocol is in the size of the sequence number field. lhe I FI P 

Protocol is designed for interconnections of many networks wi t h 

huge variabilities in delay and with a strong possibility that 

messages will not be delivered at the destination in the same 

order in which they ~ere transmitted by the source. ThUS, the 

IFIP Protocol uses a 16-blt sequence number field whiCh, even at 

megabit per second rates cannot be completely cycled through in 

less than several hours. However, the proposed ARPAN£ T-type 

networK has the characteristic that aelays are typically short, 

messages are rarely lost, and they are always delivered in the 

same order in which they were sent it they are delivered at all. 

Therefore this Host/Host Protocol uses on l y a 4-bit sequence 
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number field which, of course, is cycled through every 16 

messages. This imposes the constraint that a wlndow may never be 

larger than eight messages. Since the sequence numoer is 

contained in a 4-bit field lt is also possible to use only four 

bits for each of the credit and acknowledgement fields; thus, 

this protocol uses only 12 oits in eaCh message header rather 

tnan the 40 bits used under tne IF1P Protocol. 
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Ill. NCP FUNCTIONS 

Tne functions of the NCP are to establish connections, 

terminate connections, control flow, trans mit interrupts, and 

respond to test inquiries. These f unc t i ons are exp lained in this 

section, and control commands are introduced as neede d. I n 

Section I V the formats of all control commanas are presente e 

together. 

Connection Es t a b l i s hme n t 

The comman d used to establis h a connection is t he Rf C 

(request for connection). 

16 16 8 16 8 

------------------_.--------------~--.-------------~-- - - - - - - - - - - -RFC l my- s oc ke t l your-socket l index size credit 

The Rf C co mmana either requests tile establish ment of a connect ion 

bet ween a pair of soc kets or accepts a pr e v i o USlY rece ived 

request for connection. Since the RFC comm and is use d bo th for 

requestin ;J an d acce ptinq the establishment of a connection, i t is 

possible for either at t wo cooperating p r oc e s s e s to initiate 

connect ion establis hment. Even if both PIoceses we r e to 

f l he number Sho wn above each control comman d field is t he length 
o f t hat fiela i n bits. 
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s i en u1 tan e 0 usly r e que s t t 11 e est a b 1ish Ir,e n t 0 f a con nec t ion, e a c h 
""-'" 

would interpret receipt of the RfC sent by the other as an 

acceptance of its own RfC, and tnus the connection would be 

established ' wi t no ut difficulty. The my-socket and your-socket 

fields in the RfC identify the sockets which terminate the ends 

of the connection at each Host. lhe index field of the RFC 

specifies an index number which will be contained in each data 

transmission sent over this connection from the "my... socket ll to 

tne "your"socKet ll end of the connection. The size tield of the 

RfC specifies the maximum number of B-oit bytes which are 

permitted to De sent from the lIyoUr-socket ll to the limy-socket" 

ena of the connection in anyone message. The credlt fiela of 

the RF'C specifies the initial size (in the range 0-7) of the 

window in the IIyour"socket" to the "my-socket" direction of the 

connection. A pair Of RFCs excnanqed bet ween two HostS matches 

when the my"socket field of one equals the Your-socket field ot 

the other, and vice versa. A connection is established whe n a 

matching pair of Rf Cs has be e n exchanqed. 

Connections are uniquelY specified by the sockets which 

terminate the connection; thus a pair of socket nu mbers cannot be 

used to idelltify two different connections simultaneously. 

SimilarlY, the index Is used to specify which connection a data 

message pertains to; t nus an Lno e x value cannot be reused while 
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the connection to which it was first assigned is still active or 

in the process of belng established. for example, consider an 

RFC sent from Host A to Host B whose my-socket field contains the 

value X, your-sOcket field contains the value i, and index 

contains the value Z. Until the requested connection nas been 

closed (even if it is never established) or relnitialized, Host A 

is prohibited from sending a ditferent RfC to Host B whose 

mY-Socket field and your-socKet fields are X and Y, or whose 

index field is Z. Note that the prOhibition against the reuse of 

the values A and Y treats them as a pair; that is, another RFC 

may be sent from Host A to Host b, whose my-socket fleld contains 

tile value X so 10nq as the your-socket field contains some value 

other than ~. 

In qeneral there is no prescribed lifetIme for an RFC. A 

Host is permitted to queue incoming RFCs ana withhold a response 

for an arbitrarily long time, or, alternatively, to reject 

requests immedlatelY if it has not already sent a matching RFC. 

Of course, the Host whiCh originally sent the RFC may be 

unwilling to wait for an arbitrarilY 10£lg time so it may abort 

the request. 

The decision to queue or not to queue incoming RFCs has 

important implications WhlCh must not be ignoIed. Each RFC Which 
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is queued, of course, 1e cu i r e s a small amount of memory in t r.e 

Host doing the queueing. It the incoming RfC is queue d until a 

local process takes control of the local socket and accepts (or 

rejects) the RFC, but no local process ever takes control of the 

socket, tne RfC must be queued "torever". On the other hano, if 

no que ue i ng i s per for med, ttl e coo per a ting pro c e sse s wh i c n in a Y be 

attempting to estaolish communication ma y ce aole to establish 

this communication only by accident. 

t he mos t reasonable solution to the proolems posed above is 

for eacn I"CP to give processes running In its 0.0 hos t two 

options tor attemptinq to initiate connections. The first option 

would allo w a process to cause an RFC to be sent to a specified 

remote SocKet, with the NCP notifying the process as to whe t he r -- tne RFC was accepted or re jected by the remote host. I he second 

option would allow a processs to tell its own NCP to "listen" for 

an RFC to a specified local SOCket from some remote socket (tne 

process might alSO specify the particular remote socKet and/or 

Host it .ishes to communicate with) and to accept the Rf C ( i.e. 

return a met cu i nc RFC) if and when it arrives. uc t e t na t t n i st 

also involves queueinq (of "listen" requests) but it is internal 

queueing which is susceptible to reasonable management Dy the 

local Host. 
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Connection Termination 

lhe command used to terminate a connection is CLS (close). 

16 16 

CLS ! my-socket ! your-socket ! 

-.---------~-------_._-------------

The my-socKet tieid and your-socket tleld of the CLS command 

identify the SOcKetS .hlch terminate the connection being 

closed. Eacn side must send ano receive a CLS command before the 

connectioll termination is completed and prohibitions on the reuse 

ot the socket pdir and index value are ended. 

It is not necessary for a connection to be established (i.e. 

for botn RfCs to De exchanged) before connection termination 

begins. For example, it a Host wi s he s to retuse a request for 

connection it sends back a CLS instead ot a matching RfC . The 

refusing HOst then walts for the initiating Host to acknowledge 

the retusal by returning a CLS. Similarly, if a Host wi s he s to 

aoort its outstanding request for a connection it sends a CLS 

command. 'I' n e t o r e i on Host is obliged to ackno wledge t.h e ci.s wi t n 

its own CLS. Note that even thougn the connection was never 

established, CLS commands must be exchanged before tfle 

prOhibition on tne reuse ot tne socket pair or the index is 

completely ended. Under normal circumstances a Host Should not 
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send a CLS command for a connection on which that Host has 

unec kno wLeco e o oa t a ou t s t.ano l no , Of course, t ne other Host may 

nave just transmitted data so tne sender of the CLS command may 

expect to receive additional data from tne other rlost. 

A Host should quiCkl y aCknowledye an inco ming CLS so that 

the foreign Host can purge its tables. In particular, in the 

absence of outstanding unacknowledqed data a Host must 

acknowledge an incoming close within 60 secollos. Following a 60 

second period, the Host transmItting a CLS may regard the socket 

pair and the index as "unused" and It may delete the values from 

any tables de s c r i b i ng active connections. Of course, if the 

forei gn Hos t malfunctions in SUCh a way t ne t the CLS is ignored 

fOl longer than 60 seconds, sUbsequent attempts to estaolisn 

connections or transmit data may lead to a mbiguous results. 10 

deal with this POSSibility, a host Should in general 

"reinItialize" its use of connection parameters before att.ernpting 

to establish a new connection to any Host wh i c h has failed to 

respond to CLS commands. Methods for reinitializing connection 

parameter tables are descrioed below. 
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Acknowledgement 
~ 

As descrIbed in the previous section, flow control is 

nandled oy a windo wing scheme, based on sequence numbers. 

Credits and acknowledgements can be pigqybacked on data traveling 

over tne reverse Channel. Tnus, in general, aCKnowledgement of 

the receipt at messages will take place over the data connection 

rather than over the control connection. However, there are some 

cases when it may be desirable to pass ackno wledgements over the 

control connection (for example, when there is no data to be 

returned in the reverse direction). In addition, for efficiency 

it may be deSIrable to negatively acknowledge data transmissions 

known not to have been delivered, rattler than waiting for tne 

timeout and retransmissions mechanism to cause such messages to 

be retransmitted. lNote that such negative aCknowledgement is 

not required, since timeout and retransmission is always 

SUfficient to g ua r a n t e e eventual delivery of all data, but may be 

used to increase the efficiency at communication.] Since the 

frequency of use of the ne gative acknowledgement system over an 

ARPAN ET-type net work will be extremely low, it is undesirable to 

leave space for negatIve acknowledgements in tne header of every 

data message. ThUS, negative acknowledge ment can be most 

conveniently handled by control m~ssaqes. 
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Tne rear e two ccmn.anc s de a I ing with ac know 1 e co e me n t s • 

8 4 

ACK ! index! seq crd 
------------------_.------------­

The ACK (aCknowledqem~nt) command carries three data fields. The 

index value is the index used by the sender of the 

acknowledgement to identify the connection. T11e sequence (lI s e q ll ) 

field contains the sequence number of the highest-numbered 

sequential data fi,essage correctly 'received over the connection. 

lTne very first data message to be transmitted over a newly 

establisned connection will have the sequence number one; until 

this data message is correctly received, any aCknowledgement 

commands transmitted for this connection (for example, to Cllanqe 

the credit value) will have the sequence field set to zero. This 

a pp 1 i e s wnet her the "a c knowled geme r, t " i s car r i e d 0 y a n ACK 

commana or is contained in data messages being sent to the 

foreign Host over the connection.] The credit ("crd ll ) field 

con t a ins a n urn be r , ill the ran q e 0 - 7, wh i Ctl Yi ve s the s i Z e 0 t the 

receive wlndow. This number, when added to the lIseq", gives tne 

sequence number of the highest numbered message whiCh is 

permitted to be transmitted by the foreign Host. 'lhuS, a credit 

of zero says toat the host transmitting the ACK command is 

currenlly not c r e oar ed to accept any messages over the 
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connectioll; and a credit of 7 says that the Host is prepared to 
"-.-I 

accept UP to 7 me s s a ye s over the connection. Uf course, since 

the sequence number is contained in a 4-blt field, t ne addition 

of the sequence number and the credit value must be pe rf or med 

modulo Ib (sequence number 0 immediately follo ws seque nc e nu mber 

15) • 

As noted above, the ACK command is intended tor use with 

data connections where there is no data flow in one direction, 

tor exa mple, the transmission ot a file to a line printer. 1n 

tact it should be clear that, since transmission of control 

messages is not synchronize d wi t h transmission of data messages 

(either in toe network or, more importantly, in the transmitting 

f'lCi?) , ACK commands s no u 1d no t be sent f or any connec t ion ove r 

which data is floWin g in the same direction. TrlllS, if an ACK 

command is ge ne r a t e d , the NCP which transmits it must insure that 

the control message which contains it is transmitted prior to t he 

transmission of new da t a messages for the same con nection. 

8 8
 

NACK ! index! seq
 

Tne !'JACK (rie c a t I ve acknowledgement) command contains t wo 

data fields. As with the positive aCknowledg emen t c om ma nd 

described above, the first field is the index number ass igned to 
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this conne~tion by the sender ot the NACK. However, the second 

tiela contains only the 4-blt sequence number, righ t justified in 

an 8-bit field, of the data message for the connection in 

question which is being negatively acknowleaged. ' s previously 

notea, tne NACK serves no vital function in the pr tocol but may 

occasionally allow more efficient communication. The NACK is 

intended to oe used wnen the window width is gre ater tnan one, 

the message at the left window edge has not been correctly 

received, and messaqes toward the right of the win do w have been 

correctly received. A timeout will eventually cause the 

retransmission ot the missinq message, at WhlCh point the left 

window edge can be moved forward several lOessages. Use of the 

NACK, however, could trIgqer the immediate retranswission ot the 

~ m i s s i n g messaqe and thus reduce the delay. Of course, if more 

than one message is miSSIng it may be aesiraole to send
\ 

several 

NACKs for one index in a single control message; the protocol 

permits tois, although it is extremely unlikely to occur. 

Reinitialization 

Occasionally, due to lost control messages, system craShes, 

NCP erors, or other factors, communication between two NCPs will 

be disrupted. One possible effect of any SUCh disruption nlight 

be that neither of the involved ~CPs could be sure that its 
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stored information reqarding connections wi t n the other Host 

matched the information stored by the NCP ot the ot ner host. In 

this situation, an ~CP may wish to reinitialize its tables and 

request tnat the other Host do likewise. this reinitialization 

may be requested for a particular index and/or socket pair, or 

globally for all connections POSslbly established with the otner 

Host. for these purposes the protocol provides three control 

commands as described below: 

8 Ib 16 8 
.-----------------------.---------------.-­

RCP l my ..socket l y o ur v s ock e t l index l 
--------.---------------._----------------­

' The RCP Creinitialize connection parameters) command 

contains three data fields. The my-socket and your-socket fields 

contain a pair of socket numbers which detine a connection; the 

index field contains a value which would identify data messages 

over a connection. When this command is receivea by an NCP it 

should purge its tables of any reference to a connection 

identified by tne socket pair or any reference to a connection 

for which received data would be identified by the specified 

index value; of course, only connections uSlng tnese values with 

tne Host sendinq the RCP would be purqed. In effect, tne Hos t 

sending tne RCP command is saying: "l e m about to send you an 

Rf"C usin g this socKet pair and this index to identify a data 
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connection which 1 hope we can aqree to establish. 1 do not 
--.,./ 

believe that use at this socket pair or this inde x con tlicts ~ i t h 

any previous use, but if you believe it does, p l e a s e r ecor d t he 

fact (for later examination) as an error and t.n e n delete trom 

your taDles the conflictinq information so that we may proceed to 

establish tne connection." 

In case more qlobal difficulties or loss of state 

information are suspected, the protocol proviaes the pair of 

control commands RS f (reset) and RkP (reset reply). 

RST 

8
 

RRP
 

Toe RS f command is to be irlterpreted by the Host receiving it as 

a signal to purqe its tables of any entries wnich arose fro m 

communication with t he Host Which sent the HS T. The Host sendin g 

the RST should likewise purqe its tables of any entries Wh i ch 

arose from communication With the Host to wh i c h the RST was sent. 

Toe Host receiving the RS1 should ackno~ledge receipt oy 

returning an RRP. Once the first Host has sent an RS! to tne 

second Host, the first Host should not communicate wi t h the 
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second Host (except for responding to ~ST) until the second Ho st 

returns an RRP. It both NC~s decide to sen d RSTs at 

approximately the same time, each Host will receive an F< ST and 

each must ans wer wi t h an kRP even though its own RST has not been 

answered. 

A Host should not send an ~RP when an RST has not been 

received. further, a Host should send only one RST (and no ether 

commands) in a sinqle control message and should not send another 

RS1 to the same Host until either 60 seconds have elapsed or a 

command which is not an RST or RRP has been received from that 

Host. Under these conaitions, a sinqle RRP constitutes an ans wer 

to all RSTs sent to that Host and any other RH Ps arriving from 

t tl a tHo s t 5 h 0 U 1 doe dis car de d • 

Interrupts 

It is sometimes necessary in a communication s ystem to 

circumvent flow control me c ha n i s ms when serious errors or other 

important conditions are detected. For example, the user of a 

timesharing terminal Who creates and begins the execution ot a 

proqram which contains an erroneous infinite loop may need to 

"attract the attention"" of the operating syste m to ask it to 

cancel tne execution ot his program, even ttlouqh the operating 

system may normally "listen" to the terminal only whe n the 
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program in execution aSks tor input. Similarly , i n a computer 

communication network, where tlow control may prevent tne 

transmission of data from one process to anolher, under certain 

extraordinary conditions it may be necessary to pass a signal 

tram one process to another. Since the channel between the NCP s 

of two Hosts is not subject to the flow control mechanisms 

imposed on the data connections, it is possible to transmit SUCh 

an "out-of-band" s i cna I over the control connection, and for t n i s 

purpose the I N1 (interruPt) command is provided •. 

8 8 8 

-----------~._-------.---
I NT l index l seq 

the INT command contains two data fIeldS. The index field 

identities the data connection to which the lIinterruPt ll pertains; 

the sequence number (lIseq"), which is four bits right-justified 

in an ei ght-bit fIeld, qives the sequence nUffioer of the first 

data message Which should IIcome after ll t.he interrupt. In other 

words, the INf command notifies the receiving NCP ot an exception 

condition which must be s vncnr on i z e c wi tr. t r.e data stream, and 

the sequence number provides the necessary synchronization. Any 

data messages with sequence numbers to the left of the specified 

sequence number were generated betore t rie exception condition 

arose. 

- 28 ­



NWG/RFC ~714 A Host/Host Protocol 

An NCP which receives an IN1 commana should advance the 

right window edge of tC1e specitied data connection so that tne 

window contains at least the sequence number specified in the 

interrupt command. (it may be necessary to ackno wledge data 

messaqes which were not correctly received or were not buffered 

in order to be able to advance the winaow to this point; 

justiflcation is. provided by the assumption that the IN! was sent 

only because the flow control mechanisms were prevent ina the 

transmission of important irlformation.) Ot course, the interrUPt 

or exception signal itself is subject to the interpretation ot 

the Host receivina the sianal, but should have a . me an i ng 

equivalent to: "notity the process in execution, or that 

process' superior, that something exceptional has happened and 

that the data now bUffered is an important me s s a ge . " 

Test Inquiry 

It may sometimes be useful for one Host to determine if some 

other Host is carryirlg on network conversations. The control 

command to be used for this purpose is ECO (echo ). 

8 

l ECU data 
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Tne data field of the EC O command may contain an y o i t 

confiquration ChOser) by the Hos t sendinq the 8CU. Upon receiv ing 

an £CO command, an NCP should respond by returnin g the oata to 

the sender in an ER P (echo reply) co mmand. 

8 

ERP data 

A Host snould respond ( with an ERP co mmand) to an incominq Eca 

command within a reasona ble ti me, he r e def i ne d as s ixt y secon ds 

or less. A Host should not send an ERP when no ECO ha s been 

received. 
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lV. U~CLARAlIVE SPECIfiCATIONS 

Message Format 

Ali Host-to-Host messages which conform to this protocol 

snall De constructed as follows: 

Bits 1-96: Leader - Th I s field is as specifie d in BBN Report No . 

182~, with the follo wing additional specifications. 

Bits 38-40: Maxi mum Message Size - This field should oe 

zero for all control messages. for Inessaqes sent over cata 

connections, tne value of this field should be calCUlated 

from the size received in the RfC wnich estaolished the 

connection. 

Bits b5-76: Messaqe-id - This field is SUbdIvided into 

eight bits giving the index of the connect ion of Which the 

message is a part, and four bits giving the sequence number 

of the message. The index is contained in bits 65-72, and 

the sequence numeer in bits 73-76. 

Bits 97-100: ACKnowledgement - This tield contains the fOllr-oit 

sequence number of the hiqhest-numbered data message to the left 

ot tne windo w for this connection; that is, ttle sequence numoer 

identifying the highest-numbered of the sequence of consecutively 
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numbered (none missIng) data messages which have been correctly 

received over this connection. If 110 data messages nave been 

received since the connection was established, this field must 

contain the value zero. This field is not used (i.e. may have 

any value) in control messaqes. 

Bits 101-104: credit - This field contains a number in the ranqe 

0-7. Addinq this number (modulo Ib) to the sequence number in 

the acknowledqement field (bits 97-100) gives the highest 

sequence numoer which the foreign Host is permitted to send over 

this data connection. Thus, a value of zero in tnis field 

indicates that no new data messages should be sent, and a value 

of seven indicates that tile foreign host may send UP to seven 

messaqes beyond the message whose sequence number is specified by 

the aCknowledqement bits. Since flow control does not apPly to 

messages sent over the control connection, tnis field may have 

any value in control messages. 

bits 105 - ••• : Text dnd Padding - A sequence of 8-bit bytes of 

text, followed by padding, as specified in BBN Report No. 1822. 
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Index Assignment 

Index values must be assigned (in bits 65-72) as follows: 

Numbe r Assiqnment 

o Identifies a control connection 

1 Reserved for revisions to this protocol 

2-191 Identify data connections 

192-255 Reserved for expansion or tor other 

protocols 

Sequence Number Assignment 

Every data messaqe contains a sequence llumber in bits 73-76. 

The sequence nUffioer is used by the receiver to detect the fact 

that a transmitted message has been lost, to identify the correct 

location in the data stream to insert a retransnlitted (and 

therefore prooably out of order) message which was previously 

lost (or to detect the retransmitted message as a duplicate) ana 

to identity acknowledqed messages (or sequences of messages) to 

the seIlder. The sequence number 1S also used by the flow control 

mechanism. Since the IMP SUbnetwork itself contains elaborate 

mechanisms to achieve these same goals, it is not anticipated 

that the error-recovery mechanisms based on the sequence numbers 

will be called into play frequently, and thus their efficiency is 

not of primary importance. 
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Sequence numbers are assigned to the two airections of a 

connection independently. For a given direction of a connection, 

the first data message transmittea after the connection is 

established must have sequence number one. Subsequent messages 

are assigned sequentially increasing (modulo Ib) sequence 

numoers; that is, sequence nuwber zero is assigned to the message 

following message number 15. 

sequence numbers are not assigned to control messages, since 

the protocol is designed to permit these messages to be delivered 

out-of-SeqUence without ill effect, and since flow control cannot 

be applied to the control link. 

Control Me s s a ge s 

Messages sent over the control connection have tne same 

format as otner Host-to-Host messages, with the exceptions noted 

above. ~ o w e v e r , control me s s a ge s may not contain more than 120 

8-oit bytes of text. Fur t he r , control messages wust contain an 

integral number of control commands; a single control command 

must not be split into parts welich are transmitted in different 

control messages. 
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Messaqe Transmission and Retransmission 

Control messaaes may be transmitted Whenever they are 

required. Data messages, however, may be transmitted only when 

permitted bY the tlow control mechanism; that is, whenever the 

sequence number assiqned to the message is within the "window" 

for the appropriate direction of the Qiven connection. 1he "left 

window e do e " (L l'lE) is defined by tne m cne s t sequence number 

(modulo 16) wnich has been acknowledqed (or zero, it no meSsdges 

have been acknowledged). The "r i qh t wl ncrow edge" CRvJS) is 

defined bY adding (modulo 10) the most recentlY received credit 

to the l e f t windoW edqe. (Note that LWE=Rw£ if the most recently 

received credit is zero.J A message with"sequence number SEQ may 

be transmitted only if, prior to the (possible) reduction modulo 

16 of SEQ and/or RWE, it is true that 

LwE less-tnan SEQ less-than-or-equal RW£ 

Messages Should be retransmitted whenever any of the 

following condltions occur: 

- The HlP SUbnetwork has returned an "Incomplete 

transmission" (type 'l) or "Error in Data" (type 8) 

response to the message (identjfied by having eits 41-76 

of the response equal to those bits of the transmitted 
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messaqe). Note that this condition applies to control 

messaqes as well as data messaqes. 

- The sequence numeer of this message is equal to (LWE + 1), 

and it has oeen more than 30 seconds since the messaqe wa s 

last transmitted. 

- The sequence numoer of the message is specifically 

iaentified in a NACK command for this connection from the 

foreiqn Host. 

Since messages may occasionally nave to be retransmitted, it is 

clear tnat tney should not be discarded by the transmitting NCP 

until thev nave oeen acknowledgeo. A message is considered to be 

aCKnowledyed When its sequence numoer, or the sequence number of 

any messaqe to the riqht of it in the same direction of the given 

connection, is returned in the acknowledgement tield of a data 

message transmitted 1n the other direction over this connection, 

or is returned in an ACK command for this connection trom the 

foreign Host. 
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Control Commands 

Control commands are formated in terms of 8-bit bytes. Each 

commana begins with a one byte opcode. Opcodes are assigned the 

sequential values 0, 1 , 2 , • to permit table lookUP upon 

receipt. The conditions underlying the design aDd anticipated 

use of the control commands are described in Section Ill. 

~OP - No Operation 

8 

NOP 

the NOP command may be sent at any time and snould be discarded 

bY the receiver. It may be usetul for £orwatinq control 

messages. 

RST - Reset 

8 

RST 

The RST command is used by one Host to inform another that all 

information regarding any previously existing connections between 

two Hosts should be purged from the NCP tables of the Host 

receiving the RSI. Except for responding to RSIs, the Host which 

sent the RSI snould not communicate further with the other Host 
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until an RRP is received in response. When a Host is about to 

cegin communicating (e.g. send an BFC command) to another host 

with which it na s no open connections, it is good practice to 

first send an RSI commana ana walt for an RRP command. 

RRP - Reset Reply 

8 

RRP 

The RRP command must be sent in repl y to an kST command • 

. 
Rr C - Req ue s t for Connection 

8 16 16 8 16 8 

_._-------------------------------------------.---------­
! RFC ! mY-SocKet ~ your-socKet ! index ! size ! credit ! 

The Rf'C c omraan o is used to establish a connection. The 

~my-socket~ field specifies the socket local to t oe Host 

transmitting the RF C; the "your-socket" field specifies the 

socket loca l to the Host to which the RfC is transmitted. The 

"index~ field specifies the index value which wi l l be given in 

bits 65-72 of each data message sent from "my-socket" to 

"yoUr-socket". The ~size" field specifies the maximu m number of 

B-bit bytes whLcn ma~; be transmitted in any single message from 

"your-socket" to "my-socket". The "creait" field specifies t ne 
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size of tne initial sequence number window (in the range 0-7) in 

the "yoUr-socKet" to "my-sOcket" direction. 

CLS - Close
 

8 16 16
 

-----------------.-------._-------­
CLS ! my-socket ! your-socket ! 

--------_..._------------- ..------­

The CL5 command is used to terminate a connection. A connection 

need not be completely established before a CLS is sent. 

RCP - Re-initialize Connection Parameters
 

8 16 16 8
 

RCP ! my-socket ! your-socket ! index !
 

_~	 T h e RCP command is used by one Host to inform another t ne t all 

information re Oarding a possibly previously-existing connection 

between limy-socket" and "your-socket ll AND all information 

regarding a pOSSiblY previously-existing connection identified by 

II i ndex" ( oe t weenthe s e H0 s t s J S tl 0 u1d be pur 9e d fro m the tab 1esot 

the no s t receivinq Ole Re p . Tile limy-socket", "v o ur <s oc ke t :' , and 

"index" fields are defined as in the RFC command. 
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ACK - ACKnOwledqement 

4 4 

------~--------------------------ACK ~ index! seq c r d 
----------- ..-------------------­

The ACK command may be used to acknowledge received data, or to 

assign credit, without sending a data message. The value ill the 

i nde x fie 1diden t i fie s the da t a con I j e c t ion w1'1 i c h use s the 5 a me 

index value (in the direction fro m the sender ot the ACK to toe 

receiver of the ACK). The eiqht bits followlng the index field 

(the "seq" ana "crd" field) have t he same meaning as bits 97-104 

of the data message identified bY the index value. 

WACK - Neg a t i ve Ackno wledqement 

8 8 8 

NACK ! index! seq 
-------------------------. 

The NACK command informs the receiver of the NACK that it shoula 

immediately retransmit the cata me s s a ge iaentified by the 

remaining fields. Th e index field Is defined exactly as tor the 

ACK command. The "seq" field gives the 4-bit sequence number 

(riqht-justified) wn i c h should be immediatelY retransmitt ed. 

Note tnat the data message to be retransmittea does not have an 

index value equal to "inaex", but instead is transmitted over tne 

otner direction of the data connection which the Host senaing the 
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NACK identifies by "index". No Host is ever re quireo to transmit 

or act upon a NACK command; no wever, use of the NAC K may 

occasionally per mit a decrease in retransmission del a y . 

INf - Interru pt 

8 
-------._--.------------­

I NT 1 i nde x 1 seq 
-_ ..-.------------------­

The IN ! co mmand i s sent over the control linK to provide an 

"out-ot-band ll (and hence not sUbject to t l ow control) signal for 

tne data connection denoted by the index tiel d. The in dex value 

is the value wn i c h wo uld appear in bits 65- 72 of a da ta me s s a qe 

sent from the s e nde r of the I NT co mmand to the rec eiver of the 

I N! command. The means of syncnronizinq this signal wi t n th e 

da t a being transmitted o ve r tne data connection is tfle i nc l us i on 

o f a 4- b i t sequence nu moer (ri qht- just ified) i n the IIse qll tiel d. 

The number speclfied b y tflis fiel d de notes the firs t da t a me s s aQe 

wn i cn "r o Li ows " the ou t-ot-band signal. 

ECO - Ec no Reouest 

8 

ECO da t a 
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The ~CO command is used only for test purposes. The data field 
"----" 

may be any bit configuration convenient to t ne Hos t send ing t he 

ECU command. 

ERP - Ec no Re p l y
 

8 8
 

EHP da t a
 

The ER P commana must be sent in reply to a n ECO co mmand. The 

data field must be identical to the data f i e ld in t he incomi ng 

ECU command. 
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Opcode Assignment 
"--'" 

Opcodes are definea to be 8-bit unsigned b i nary nu moers. 

The values assiqned to opcoaes are: 

NOP = 0
 

INT = 1
 

RfC = 

Rep b
 

2
 

CLS = 3
 

ACK = 4
 

NACK = 5
 

= 
RSr = 7
 

RR p 8= 
ECO = 9
 

ERP = 10
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